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RESUMEN

La prediccion del rendimiento academico universitario mediante técnicas de pglabras clave:
mineria de datos ha emergido como una herramienta para optimizar los procesos \ineria de datos:
educativos y mejorar los resultados estudiantiles. EI objetivo del estudio es utilizar Rendimiento
mineria de datos para predecir el rendimiento académico en estudiantes de académico: Redes
estadistica de la Universidad Nacional de Piura, 2010-2018. La metodologia es neyronales; Regresion
tipo aplicada, enfoque cuantitativo, disefio no experimental, longitudinal mqitiple; Prediccion
retrospectivo, poblacion de 510 registros académicos, muestra censal, edycativa
instrumentos: Sistema Integrado de Gestién Académica y IBM SPSS v.27,

procedimientos de depuracién, normalizacién y particion de datos, analisis

mediante redes neuronales artificiales y regresion lineal maltiple con validacion de

supuestos. Los resultados muestran que la regresion lineal maultiple fue mas

efectiva para promedio ponderado (CME = 0.761, R? = 95.3%), mientras las redes

neuronales demostraron mayor eficacia para notas especificas (CME = 1.095). El

grado de dificultad 1 del curso fue la variable més importante (100% importancia

normalizada). Se concluye que, ambas técnicas son complementarias y viables

para la prediccion del rendimiento académico, proporcionando evidencia empirica

para sistemas de apoyo estudiantil basados en analitica educativa.
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Prediccion del rendimiento académico mediante mineria de datos en estudiantes de estadistica

ABSTRACT

Predicting university academic performance using data mining techniques has Keywords: )
emerged as a tool to optimize educational processes and improve student outcomes. Data mining; Academic
The objective of this study is to use data mining to predict the academic performance; Neural
performance of statistics students at the National University of Piura, from 2010 to networks; Multiple
2018. The methodology is applied, with a quantitative approach, a non- regression; Educational
experimental, retrospective longitudinal design, a population of 510 academic Prediction

records, a census sample, and the instruments used were the Integrated Academic

Management System and IBM SPSS v.27. Data cleaning, normalization, and

partitioning procedures were employed, followed by analysis using artificial neural

networks and multiple linear regression with assumption validation. The results

show that multiple linear regression was more effective for weighted averages

(CME = 0.761, Rz = 95.3%), while neural networks demonstrated greater

effectiveness for specific grades (CME = 1.095). The course difficulty level (level 1)

was the most important variable (100% normalized importance). It is concluded that

both techniques are complementary and viable for predicting academic performance,

providing empirical evidence for student support systems based on educational

analytics.

INTRODUCCION

La prediccion del rendimiento académico universitario mediante técnicas de inteligencia
artificial y mineria de datos ha experimentado un crecimiento notable en la Gltima década,
estableciéndose como una disciplina clave en la transformacion digital de la educacion superior
(Miranda et al., 2024). A nivel internacional, multiples estudios han demostrado que los modelos
predictivos basados en machine learning alcanzan precisiones superiores al 90% en la prediccion del
éxito académico estudiantil, como evidencian estudios realizados en universidades alemanas que
implementaron sistemas de redes neuronales profundas para el andlisis del rendimiento estudiantil
(Kalita, 2025).

En el contexto asiatico, investigaciones en instituciones de educacion superior de India y China
han revelado la efectividad de algoritmos de ensemble learning combinados con redes neuronales
profundas para la prediccion del rendimiento académico, alcanzando accuracies del 97% en cohortes
estudiantiles de ingenieria (Pan et al., 2025). De manera complementaria, universidades australianas
han aplicado técnicas de Long Short-Term Memory (LSTM) con modelos Bi-LSTM para la prediccion
del rendimiento semestral, logrando identificar con antelacion a los estudiantes en riesgo académico
(Zhang et al., 2024).

En América Latina, la investigacion también ha avanzado significativamente en esta linea.
Investigaciones realizadas en universidades brasilefias han desarrollado enfoques hibridos de
inteligencia artificial para evaluar comparativamente diversos algoritmos de machine learning en
contextos educativos locales (Cordova-Esparza et al., 2025). En Ecuador, modelos interpretables de
machine learning para la toma de decisiones académicas, alcanzando un R? de 0.910 con técnicas de
XGBoost y Random Forest, mientras que investigaciones brasilefias han evidenciado que las
caracteristicas curriculares especificas tienen mayor peso predictivo que factores socioeconémicos
(Guevara-Reyes et al., 2025). Adicionalmente, estudios realizados en universidades mexicanas han
demostrado la aplicabilidad de técnicas de deep learning para la prediccién del rendimiento estudiantil
en programas de ingenieria, evidenciando que los modelos basados en redes neuronales artificiales
pueden superar significativamente a los métodos estadisticos tradicionales (Pan et al., 2025).
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La literatura reciente sugiere una tendencia internacional hacia enfoques multidisciplinarios que
integran diversas técnicas predictivas. Un metaanalisis reciente de 46 estudios publicados entre 2019 y
2023, que aplicaron técnicas de deep learning para la prediccion del rendimiento estudiantil, evidencio
que la integracion de redes neuronales recurrentes con algoritmos de clasificacion tradicionales puede
aumentar la efectividad predictiva en un 15-20% comparado con enfoques univariados (Abuhassna et
al., 2024).

En la misma linea, la revision sistematica de Alnasyan et al. (2024) confirmé que las redes
neuronales profundas han logrado accuracies superiores al 90% en la prediccion del rendimiento
academico, mientras que investigaciones previas en bases de datos masivas de educacion han
demostrado que los métodos de aprendizaje automéatico pueden mejorar la precision predictiva en un
15% comparado con enfoques tradicionales (Huang et al., 2020).

Asimismo, investigaciones recientes han evidenciado que los modelos de ensemble learning
que combinan multiples técnicas de deep learning pueden alcanzar errores minimos (RMSE = 1.4908)
y altos coeficientes de correlacion (CCC = 0.9700), estableciendo nuevos estandares de precision en la
prediccion del rendimiento estudiantil (Gu, 2025). Esta tendencia hacia la hibridacion metodoldgica
responde a la necesidad contemporanea de contar con herramientas mas sofisticadas para la toma de
decisiones informadas en entornos educativos.

En este panorama, la prediccion del rendimiento académico en estudiantes de estadistica
mediante técnicas de mineria de datos representa una contribucion significativa al campo de la
analitica educativa. La aplicacion de redes neuronales artificiales y modelos de regresion maltiple para
la prediccién de indicadores académicos como el promedio ponderado y las calificaciones especificas
de cursos, responde a una necesidad global de desarrollar herramientas predictivas mas precisas y
contextualizadas para disciplinas STEM (Science, Technology, Engineering, Mathematics). La
relevancia de este estudio radica en su potencial para proporcionar evidencia empirica sobre la
efectividad comparativa de diferentes técnicas de mineria de datos en el contexto especifico de la
educacién estadistica superior, contribuyendo asi al corpus de conocimiento internacional sobre
analitica educativa.

La problematica que motiva esta investigacion surge de la necesidad, identificada en
universidades latinoamericanas de disponer de herramientas analiticas que orienten la planificacion
académica de los estudiantes. En el caso de la Universidad Nacional de Piura (UNP), la
implementacion de sistemas curriculares flexibles establecidos por la Ley Universitaria N° 30220
(2014) ha otorgado a los estudiantes mayor autonomia en la seleccion de materias. Sin embargo, dicha
autonomia, implica el desafio de tomar decisiones académicas sin apoyo de herramientas predictivas
que estimen la probabilidad de éxito en cada curso. Actualmente, el sistema de inscripcion académica
considera factores como el curriculo de especialidad, el promedio ponderado y los prerrequisitos; no
obstante, la decision final recae en el estudiante, quien a menudo carece de informacion objetiva que le
permita optimizar sus elecciones.

En este sentido, la presente investigacion plantea la siguiente pregunta central: ;Pueden las
técnicas de mineria de datos, especificamente las redes neuronales artificiales y la regresion lineal
multiple, predecir eficazmente el rendimiento académico de estudiantes de estadistica, y cuél de estas
técnicas resulta mas efectiva seguln el tipo de prediccion deseada? Esta interrogante se sustenta en la
evidencia internacional que sugiere que diferentes técnicas de machine learning pueden tener
efectividad variable segun el contexto especifico y el tipo de variable predictiva. Resolver esta cuestion
permitird generar evidencia empirica para el disefio de sistemas de apoyo estudiantil, basados en
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analitica educativa en contextos de educacién superior latinoamericana.

Finalmente, el objetivo del estudio es utilizar mineria de datos para predecir el rendimiento
académico en estudiantes de estadistica de la Universidad Nacional de Piura durante el periodo 2010-
2018. De manera complementaria, se busca desarrollar modelos para predecir la aprobacion o
desaprobacion de cursos, pronosticar calificaciones especificas y comparar la eficacia de las redes
neuronales artificiales frente a la regresion lineal multiple.

METODO

El disefio metodoldgico de esta investigacion adoptdé un enfoque cuantitativo aplicado con
caracteristicas no experimentales, longitudinales y retrospectivas. El estudio se baso en el analisis de
datos historicos de estudiantes de la Escuela Profesional de Estadistica de la de la Universidad
Nacional de Piura (UNP) correspondiente al periodo académico 2010-2018. La poblacion de estudio
estuvo constituida por 510 registros académicos completos de estudiantes que culminaron su
trayectoria académica en este periodo, constituyéndose asi una muestra censal que incluyo la totalidad
de registros disponibles que cumplian con los criterios de inclusion establecidos. Estos criterios
consideraron especificamente registros de estudiantes matriculados en la Escuela Profesional con
informacién académica completa, datos sobre cursos con prerrequisitos especificos y promedio
ponderado calculado; se excluyeron los registros incompletos, aquellos con datos faltantes o
inconsistentes, y los correspondientes a estudiantes que no concluyeron el programa.

Las variables de estudio se definieron considerando como variable dependiente la base de datos
de notas académicas de los estudiantes. Las variables independientes incluyeron: el rendimiento por
curso (aprobado/desaprobado), el promedio ponderado acumulado al semestre previo, la antigiiedad en
afios del estudiante, la nota del curso prerrequisito, el promedio del grado de dificultad de aprobacién
del curso, el numero de créditos totales por semestre y la sumatoria del grado de dificultad de cursos
inscritos. La operacionalizacion de estas variables se realizd conforme a criterios tedricos y empiricos
basados derivados de la experiencia académica y la literatura especializada. En particular, el promedio
ponderado se obtuvo como la suma ponderada de las calificaciones por créditos, la antigiedad se
definié como el tiempo transcurrido desde el ingreso hasta el semestre de analisis, y el grado de
dificultad se establecié mediante analisis histérico de tasas de aprobacion por curso.

La obtencion de datos se realizo a través del Sistema Integrado de Gestién Académica de la
UNP y la Oficina Central de Registros Académicos. En una primera etapa, los registros fueron
organizados en Microsoft Excel para la organizacion inicial de la informacion, posteriormente
analizados mediante IBM SPSS v.27 para el andlisis estadistico avanzado. El proceso de recoleccion
de datos siguié una secuencia estructurada que inicid con la seleccion sistematica de registros
académicos del periodo 2010-2018, seguida de la depuracion de datos mediante la eliminacién de
registros incompletos, inconsistentes o duplicados, posteriormente se realizo la generacion de variables
derivadas como promedios acumulados, grados de dificultad y variables de clasificacion, se aplicé la
funcion min-max para la normalizacion de variables continuas segin la formula X* = (X -
Xmin)/(Xmax - Xmin), y finalmente se establecio una particion de datos de 66.9% para entrenamiento,
21.8% para pruebas y 11.4% para validacién, siguiendo recomendaciones de la literatura especializada
para el desarrollo de modelos predictivos.

Las técnicas analiticas implementadas comprendieron dos enfoques principales de mineria de
datos: redes neuronales artificiales y regresion lineal multiple. Las redes neuronales se desarrollaron
con una arquitectura de perceptron multicapa (Multilayer Perceptron) de tipo feedforward, utilizando la
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funcién de activacion tangente hiperbdlica en capas ocultas, y el algoritmo de retropropagacion con
gradiente conjugado para el entrenamiento. Se aplicaron funciones de error diferenciadas segun el tipo
de prediccién: suma de cuadrados para regresion y entropia cruzada para clasificacion. Paralelamente,
los modelos de regresion lineal multiple se estimaron mediante el método de pasos hacia adelante
(forward selection), con criterios de inclusion de variables de probabilidad menor al 5% y exclusion
mayor al 10%. Asimismo, se verificaron los supuestos del modelo mediante las pruebas de normalidad
multivariante de Mardia (1970), homocedasticidad de Levene (1960), independencia de Durbin-
Watson (1950) y colinealidad mediante el Factor de Inflacion de la Varianza (VIF) (Marquardt, 1970).

Para la evaluacién de modelos se emplearon multiples indicadores de rendimiento. EI Cuadrado
Medio del Error (CME) se empleé como métrica principal para evaluar la bondad de ajuste de los
modelos, considerando que valores menores indican mejor rendimiento predictivo. El coeficiente de
determinacion (R?) se utiliz6 para evaluar la proporcion de varianza explicada por los modelos,
especialmente relevante para la regresién lineal mdltiple, mientras que para los modelos de
clasificacion se consideraron el porcentaje de clasificacion correcta, las curvas COR (Receiver
Operating Characteristic) con calculo del area bajo la curva, y el analisis de importancia de variables
normalizada para identificar los predictores mas influyentes en cada modelo. Todos los anélisis se
realizaron con un nivel de significancia del 5%, y se aplicaron procedimientos de validacion cruzada
para garantizar la robustez de los resultados.

RESULTADOS

Los resultados del estudio se organizan en cuatro analisis principales que evaltan la efectividad
de las técnicas de mineria de datos implementadas para la prediccién del rendimiento académico
estudiantil, en correspondencia con los objetivos planteados.

Modelo de red neuronal para prediccién del promedio ponderado

El modelo de red neuronal se estructuré con cinco capas de entrada, una capa oculta
conteniendo tres unidades con funcién de activacion tangente hiperbdlica, y una capa de salida
implementando funcion de activacion identidad. La normalizacion se realiz6 mediante el método de
cambio de escala para covariables, optimizando el entrenamiento de las redes neuronales. Los datos se
distribuyeron segun la particion establecida de 341 casos para entrenamiento (66.9%), 111 casos para
pruebas (21.8%) y 58 casos para validacion (11.4%), resultando en un conjunto de 510 casos validos
sin exclusiones.

Tabla 1. Procesamiento de casos para el entrenamiento de la red neuronal del promedio

ponderado
Ejemplo N Porcentaje
Entrenamiento 341 66.9%
Pruebas 111 21.8%
Reserva 58 11.4%
Valido 510 100.0%
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En la Tabla 1, se visualiza la distribucion de los datos utilizada para el entrenamiento y
validacion del modelo de red neuronal artificial para la prediccion del promedio ponderado. Esta
distribucion asegura una representacion adecuada de los datos para el aprendizaje del modelo, con un
mayor porcentaje destinado al entrenamiento para optimizar la capacidad predictiva.

El entrenamiento evidenci6 un error de suma de cuadrados de 3.377 con error relativo de 0.020
durante la fase de entrenamiento, mientras que durante las pruebas el error aumenté a 7.559 con error
relativo de 0.126, indicando una pérdida de generalizacion aceptable. El tiempo de entrenamiento fue
de 0:00:00.04 segundos, demostrando la eficiencia computacional del algoritmo implementado. El
analisis de importancia de variables revel6 que el grado de dificultad 1 del curso constituye el predictor
mas influyente con 100% de importancia normalizada, seguido por la sumatoria del promedio
ponderado con 30.2%, evidenciando que las caracteristicas especificas del curso tienen mayor peso
predictivo que factores demogréaficos o historicos del estudiante. Estos resultados respaldan la
aplicabilidad de las redes neuronales en la prediccion de indicadores agregados de rendimiento,
particularmente cuando incorporan variables de dificultad curricular.

Prediccion de la condicion de Aprobacion/Desaprobacion del semestre

Para la prediccion de la condicion de aprobacion/desaprobacion del semestre, se implementd
una red neuronal con cinco capas de entrada, ocho unidades en la capa oculta y dos unidades de salida
con funcion Softmax para la clasificacion binaria. EI entrenamiento utiliz6 363 casos (72.0%), pruebas
con 89 casos (17.8%) y validacion con 58 casos (10.2%), manteniendo el mismo conjunto de 510 casos
validos.

Tabla 2. Clasificacién para el resultado del ciclo segln particion y global de la red

Ejemplo Desaprobado Aprobado Porcentaje correcto
Entrenamiento 98.1% 97.9% 98.0%
Pruebas 91.3% 100.0% 96.0%
Reserva 91.4% 100.0% 95.2%

La Tabla 2 presenta la efectividad clasificatoria del modelo de red neuronal artificial para la
prediccion de la condicién de aprobacion/desaprobacion del semestre. Los resultados demuestran una
efectividad global del 98.0% durante el entrenamiento, con 98.1% de precision para estudiantes
desaprobados y 97.9% para estudiantes aprobados. Durante las pruebas, la efectividad global fue de
96.0%, con 91.3% de precision para desaprobados y 100.0% para aprobados.

Los resultados evidencian una capacidad predictiva casi perfecta (AUC = 0.995), lo cual
confirma la alta sensibilidad y especificidad del modelo para clasificar correctamente la condicion
academica de los estudiantes.

Tabla 3. Area debajo de la curva COR para el modelo de clasificacion

Condicién Area
Desaprobado 0.995
Aprobado 0.995
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En cuanto al analisis del area bajo la curva COR, la Tabla 3 muestra valores de 0.995 tanto para
la condicién de desaprobado como para aprobado, indicando excelente capacidad discriminativa del
modelo de clasificacion. Estos valores cercanos a 1.0 confirman que el modelo puede distinguir
efectivamente entre estudiantes que aprobaran y desaprobaran el semestre.

Modelo de regresion lineal multiple para promedio ponderado

La implementacion de modelos de regresion lineal multiple para la prediccion del promedio
ponderado utiliz6 el método de pasos hacia adelante, resultando en dos modelos de estimacion con
capacidades predictivas diferenciadas.

Tabla 4. Resumen del modelo lineal para prediccion del promedio ponderado

Modelo R R2 R2 Ajustado Error estdndar
1 0.976 0.953 0.953 0.875
2 0.976 0.953 0.953 0.872

La Tabla 4 presenta el resumen de los modelos de regresion lineal multiple desarrollados.
Ambos modelos explican el 95.3% de la varianza de la variable dependiente, con errores estandar de
estimacion de 0.875 y 0.872 respectivamente. El segundo modelo incorporo6 tanto el grado de dificultad
1 como la sumatoria del promedio ponderado, demostrando un CME ligeramente menor (0.761)
comparado con el primer modelo.

La validacion de supuestos del modelo confirmé que los residuos siguen una distribucion
normal multivariante segun los estadisticos de asimetria (p = 0.052) y curtosis (p = 0.082), cumplen
con el supuesto de homocedasticidad segun la prueba de Levene (p = 0.162), y satisfacen el supuesto
de independencia segun el test de Durbin-Watson (p = 0.972), validando asi la robustez estadistica de
los modelos desarrollados.

Analisis comparativo entre técnicas de prediccion

El anélisis comparativo entre técnicas de mineria de datos evidencid diferencias significativas
en la efectividad segun el tipo de prediccion deseada.

Tabla 5. Cuadrado medio del error de los modelos de pronostico

Técnica Promedio Ponderado Nota de Curso
Red Neuronal Artificial 7.559 1.095
Regresion Lineal 0.761 15.663

Segun los resultados de la Tabla 5, la comparacién de la efectividad entre las redes neuronales
artificiales y la regresion lineal multiple segun el tipo de prediccién. Para la prediccion del promedio
ponderado, la regresion lineal maltiple demostré superioridad con un CME de 0.761 comparado con
7.559 de las redes neuronales. Sin embargo, para la prediccion de notas especificas de cursos, las redes
neuronales evidenciaron mayor eficacia con un CME de 1.095 comparado con 15.663 de la regresion
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lineal maltiple.

Este patron de resultados confirma que la eleccion de la técnica debe estar determinada por el
tipo especifico de variable predictiva, donde los modelos lineales resultan més efectivos para variables
agregadas como el promedio ponderado, mientras que las redes neuronales demuestran superioridad
para variables especificas sujetas a mayor variabilidad.

Validacion cruzada en multiples cursos

La validacion de los modelos se completd mediante el analisis de siete cursos especificos con
prerrequisitos, donde se confirmé que las redes neuronales mantuvieron consistentemente menor CME
comparado con la regresion lineal maltiple en todos los casos analizados. Los cursos ES2491, ES3418,
ES3465, ES4453, ES4454, ES4438 y ES5320 mostraron patrones similares donde las redes neuronales
alcanzaron CMEs entre 0.298 y 7.541, mientras que la regresion lineal mdltiple presenté CMEs entre
1.728 y 24561, consolidando la evidencia sobre la efectividad diferencial de las técnicas segun el
contexto de aplicacion.

DISCUSION

Los resultados obtenidos en esta investigacion proporcionan evidencia empirica robusta sobre
la efectividad comparativa de diferentes técnicas de mineria de datos para la prediccion del
rendimiento académico en estudiantes de estadistica, confirmando la complejidad inherente de los
modelos predictivos educativos y la necesidad de enfoques metodolégicos diferenciados segun el tipo
de variable predictiva. Los hallazgos principales evidencian que la regresion lineal multiple resulta mas
efectiva para la prediccion del promedio ponderado, mientras que las redes neuronales artificiales
demuestran superioridad para la prediccién de notas especificas de cursos, patron que se alinea
parcialmente con investigaciones internacionales recientes, pero también revela aspectos
diferenciadores significativos.

Estos resultados se comparan favorablemente con los hallazgos de Acosta y Pizarro (2011),
quienes en su estudio peruano concluyeron que el modelo de red neuronal es mas efectivo para
predecir notas especificas de cursos mientras que la regresion multiple resulta mas adecuada para
determinar la probabilidad de aprobacidon. No obstante, la efectividad reportada por estos autores fue
considerablemente menor (73% de exactitud) comparado con los resultados del presente estudio
(98.0% de efectividad global). Esta diferencia puede atribuirse a mejoras en las técnicas de machine
learning, mayor calidad de los datos disponibles y optimizaciones en la arquitectura de las redes
neuronales implementadas, factores que han evolucionado significativamente en la Gltima década
segun la literatura internacional.

Mas recientemente, estudios realizados con técnicas de regresion lineal generalizada han
demostrado superioridad en la prediccion de rendimiento académico, alcanzando R2 de 0.792 para
matematicas y 0.730 para artes del lenguaje, resultados que se alinean con los hallazgos del presente
estudio sobre la efectividad de modelos lineales para variables agregadas (Lou y Colvin, 2025). De
manera similar, estudios en modelos interpretables de machine learning han confirmado que la
efectividad diferencial de las técnicas depende del tipo de variable predictiva, con XGBoost
demostrando superioridad en andlisis multivariados complejos (Guevara-Reyes et al., 2025).

Por otra parte, la comparacion con estudios europeos recientes revela convergencias
metodologicas importantes. Las investigaciones realizadas por Kalita (2025) en universidades
alemanas que implementaron sistemas de redes neuronales profundas para el andlisis del rendimiento
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estudiantil alcanzaron precisiones superiores al 90%, resultado que coincide con los 98.0% de
efectividad clasificatoria global obtenida en esta investigacion, sugiriendo que las técnicas de redes
neuronales han alcanzado niveles de madurez técnica que permiten su implementacion efectiva en
contextos educativos diversos. Sin embargo, estos resultados se diferencian de los hallazgos de
Miranda et al. (2024) en universidades europeas, quienes reportaron que la efectividad de los modelos
predictivos depende fundamentalmente de la calidad y completitud de los datos disponibles, factor que
en esta investigacion fue cuidadosamente controlado mediante la depuracion sistematica de registros.

Ademas, los resultados de esta investigacion se comparan también con estudios asiaticos
recientes que han implementado enfoques hibridos de ensemble learning. Las investigaciones
realizadas por Pan et al. (2025) en instituciones de educacion superior de India y China, que utilizaron
algoritmos de ensemble learning combinados con redes neuronales profundas, alcanzaron accuracies
del 97% en cohortes estudiantiles de ingenieria, resultado que es ligeramente inferior a los 98.0% de
efectividad global obtenidos en esta investigacién, lo que sugiere que las arquitecturas especificas
implementadas en este estudio pueden haber optimizado mejor las caracteristicas de los datos
educativos analizados.

De manera similar, la identificacion del grado de dificultad 1 como la variable de mayor
importancia predictiva (100% de importancia normalizada) en ambos modelos coincide con hallazgos
de investigaciones latinoamericanas recientes. Las investigaciones realizadas por Cérdova-Esparza et
al. (2025) en universidades brasilefias que implementaron enfoques hibridos de inteligencia artificial
para la prediccion del rendimiento académico evidenciaron que las caracteristicas especificas de los
cursos tienen mayor peso predictivo que factores socioecondémicos o demograficos, hallazgo que se
replica en este estudio y sugiere patrones consistentes en la importancia de variables curriculares en el
éxito estudiantil.

Consecuentemente, la efectividad diferencial de las técnicas segun el tipo de prediccion se
compara con el metaandlisis reciente de Abuhassna et al. (2024), quien analizd 46 estudios publicados
entre 2019 y 2023 que aplicaron técnicas de deep learning para la prediccién del rendimiento
estudiantil. Este metaanalisis evidencid que la integracion de redes neuronales recurrentes con
algoritmos de clasificacion tradicionales puede aumentar la efectividad predictiva en un 15-20%
comparado con enfoques univariados, patrén que se observa en los resultados de esta investigacion
donde las redes neuronales demostraron superioridad consistente para la prediccion de notas
especificas de cursos, mientras que los modelos lineales mantuvieron efectividad para variables
agregadas como el promedio ponderado.

En contraste, la superioridad de la regresion lineal maltiple para la prediccion del promedio
ponderado (R? = 95.3%) se diferencia significativamente de estudios anteriores que demostraban
efectividad moderada para modelos lineales. Este resultado sugiere que las variables académicas
especificas analizadas en este estudio tienen relaciones mas lineales y predecibles con el promedio
ponderado de lo que previamente se habia documentado, por lo que la seleccion cuidadosa de variables
predictivas puede optimizar significativamente la efectividad de modelos estadisticos tradicionales,
hallazgo que tiene implicaciones importantes para el desarrollo de sistemas de prediccion eficientes
computacionalmente.

Estudios comparativos recientes que han evaluado algoritmos de clasificacion para la
prediccion del rendimiento académico han confirmado que diferentes técnicas muestran efectividad
variable segun el contexto especifico, donde modelos como Support Vector Machines y Random
Forest han demostrado rendimiento competitivo en ciertos tipos de datos educativos (Wang et al.,
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2022). No obstante, anélisis comparativos exhaustivos de mas de 179 clasificadores han evidenciado
que no existe un algoritmo universalmente superior, sino que la efectividad depende criticamente de las
caracteristicas especificas del conjunto de datos y la naturaleza de la variable predictiva (Fernandez-
Delgado et al., 2014), patron que se replica en los resultados de esta investigacion donde la regresion
lineal multiple demostré superioridad para variables agregadas mientras que las redes neuronales
fueron més efectivas para variables especificas.

Por otro lado, los resultados enfatizan la importancia de factores socioecondémicos y
demogréaficos en la prediccion del rendimiento académico. Por ejemplo, investigaciones australianas
recientes que implementaron técnicas de LSTM con modelos Bi-LSTM para la prediccion del
rendimiento semestral (Zhang et al., 2024) reportaron que variables demograficas y socioeconémicas
contribuian significativamente a la capacidad predictiva de los modelos, mientras que en esta
investigacion estas variables mostraron importancia minima (1.3% para antigiiedad del estudiante), lo
que quiere decir, que en contextos especificos de educacion estadistica superior, factores académicos
directos pueden tener mayor relevancia predictiva que variables socioeconémicas.

Finalmente, la comparacion con estudios de dropout y retencién académica revela
implicaciones importantes para la prevencion del fracaso escolar. Las investigaciones de Cordova-
Esparza et al. (2025) que utilizaron business intelligence para predecir y prevenir el abandono
estudiantil evidenciaron que los modelos predictivos pueden identificar estudiantes en riesgo con hasta
85% de precision, resultado que se alinea parcialmente con los 98.0% de efectividad clasificatoria
obtenidos en esta investigacion. Sin embargo, investigaciones recientes han demostrado que técnicas
de machine learning aplicadas a entornos de aprendizaje en linea pueden lograr precisiones superiores
al 96% para la prediccion temprana del rendimiento, lo que sugiere que la disponibilidad de datos
comportamentales en tiempo real puede mejorar significativamente la capacidad predictiva de los
modelos (Zhao et al., 2024).

Asimismo, estudios que han implementado sistemas de aprendizaje ensemble con seleccién
automatica de caracteristicas han alcanzado errores de prediccion excepcionalmente bajos (RMSE =
0.6%, MAPE = 0.03%), estableciendo nuevos estandares de precision en la prediccién del rendimiento
académico (Gu, 2025). Estos hallazgos indican que los sistemas de alerta temprana basados en
analitica educativa pueden ser altamente efectivos para la intervencion preventiva en educacion
superior, especialmente cuando incorporan mdltiples fuentes de datos y técnicas avanzadas de
ensemble learning.

Por consiguiente, estos hallazgos tienen implicaciones tedricas importantes para el campo de la
analitica educativa, confirmando que diferentes técnicas de machine learning tienen efectividad
diferencial segun el contexto especifico de aplicacion y el tipo de variable predictiva. Los resultados
sugieren que las instituciones educativas deberian implementar sistemas hibridos que combinen
multiples enfoques metodologicos segln las necesidades especificas de prediccion, maximizando asi la
efectividad de los sistemas de apoyo estudiantil basados en datos.

No obstante, es importante reconocer que el presente estudio presenta algunas limitaciones que
deben considerarse en la interpretacion y aplicacion de los resultados. En primer lugar, el anélisis se
limitd exclusivamente a una sola institucion educativa, especificamente la Universidad Nacional de
Piura, lo cual puede restringir la generalizacion de los hallazgos a otros contextos educativos con
caracteristicas diferentes, como universidades privadas, instituciones de otros paises latinoamericanos
0 programas educativos de distinta naturaleza. Esta limitacion temporal y geogréfica puede afectar la
validez externa de los resultados, requiriendo estudios adicionales para confirmar la aplicabilidad en

contextos diversos.
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Asimismo, la ausencia de variables socioecondmicas, demograficas y contextuales en el modelo
predictivo representa una limitacion significativa que pudo haber reducido la capacidad explicativa de
los modelos desarrollados. Factores como el nivel socioeconémico familiar, ubicacion geografica,
acceso a recursos tecnoldgicos, situacion ocupacional del estudiante y condiciones socioeconémicas
durante el periodo de estudio no fueron considerados, lo cual puede haber limitado el alcance del
analisis predictivo y la identificacion de estudiantes en riesgo académico.

Finalmente, el periodo de estudio analizado (2010-2018) puede no reflejar adecuadamente los
cambios recientes en el contexto educativo, incluyendo las transformaciones derivadas de la
digitalizacion acelerada, la educacion remota o hibrida, y las modificaciones en los procesos de
ensefianza-aprendizaje que han emergido en afios recientes. Por tanto, esta limitacién temporal apunta
la necesidad de actualizar los modelos con datos mas contemporaneos que incorporen estas nuevas
dinamicas educativas.

CONCLUSIONES

El cumplimiento de los objetivos planteados en esta investigacion demuestra el éxito en la
implementaciéon de técnicas de mineria de datos para la prediccion del rendimiento académico en
estudiantes de estadistica, alcanzando todos los objetivos propuestos en el estudio. Se logré desarrollar
modelos de redes neuronales artificiales con alta efectividad para la prediccion de
aprobacion/desaprobacion de cursos especificos, implementar modelos de regresion lineal multiple con
excelente capacidad predictiva para promedios ponderados. Se compard exitosamente la eficacia de
ambas técnicas evidenciando su complementariedad, e identificar las variables de mayor influencia en
la prediccion del rendimiento académico, siendo el grado de dificultad del curso el factor predictivo
mas relevante.

En términos generales, los hallazgos revelan que las técnicas de mineria de datos constituyen
herramientas complementarias y viables para la prediccion del rendimiento académico, donde la
efectividad de cada técnica depende del tipo especifico de variable predictiva. Esta complementariedad
metodoldgica sugiere que las instituciones educativas deberian implementar sistemas hibridos que
combinen multiples enfoques metodoldgicos segun las necesidades especificas de prediccion. Ademas,
la identificacion del grado de dificultad del curso como variable predictiva mas influyente sugiere que
las intervenciones educativas efectivas deben enfocarse en optimizar factores relacionados con el
disefio curricular y la complejidad de las materias, mas que en caracteristicas individuales de los
estudiantes.

Del mismo modo, la validacion exitosa de los supuestos estadisticos en los modelos de
regresion multiple confirma la robustez metodoldgica de la investigacion y la validez de las inferencias
realizadas, aportando confianza en la aplicabilidad de los hallazgos a otras instituciones de educacion
superior con caracteristicas similares. Esta validacion es especialmente relevante para la credibilidad
de los resultados y su generalizacidn en contextos educativos latinoamericanos.

A partir de estos aportes, se recomienda que las instituciones de educacion superior desarrollen
sistemas predictivos del rendimiento académico que consideren la efectividad diferencial de las
técnicas segun el tipo de prediccion requerida, desarrollando arquitecturas hibridas que combinen
modelos lineales para variables agregadas y técnicas de machine especificas. Asimismo, se sugiere el
monitoreo learning para predicciones continuo del grado de factor predictivo clave de alerta temprana
basados, implementando sistemas dificultad de cursos como en patrones de rendimiento histérico y
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desarrollando recomendaciones académicas personalizadas segun perfiles predictivos individuales.

En cuanto a investigaciones futuras, se recomienda la inclusién de variables socioeconémicas y
demograficas para mejorar la capacidad predictiva de los modelos y reducir el sesgo hacia variables
académicas Unicamente, asi como la implementacién de estudios longitudinales que evallen la
efectividad de los modelos predictivos en contextos educativos contemporaneos y post-pandémicos. El
desarrollo de sistemas en tiempo real que permitan la actualizacién continua de los modelos
predictivos con nuevos datos academicos constituye una linea de investigacion prometedora, asi como
la realizacion de estudios comparativos en diferentes disciplinas y niveles educativos para evaluar la
generalizacion de los hallazgos.

Finalmente, la exploracion de técnicas de aprendizaje automéatico mas avanzadas, incluyendo
algoritmos de ensemble, deep learning y técnicas de interpretabilidad de modelos, representa una linea
de investigacion con alto potencial para mejorar tanto la precision predictiva, como la comprension de
los factores que determinan el rendimiento académico estudiantil. Este enfoque puede contribuir al
desarrollo de sistemas de apoyo estudiantil mas efectivos y el fortalecimiento de la calidad educativa
en la educacion superior latinoamericana.
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